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Abstract—In CMP (chip-level multiprocessor) chips, due to N jobs on theN cores on consecutive scheduling points. By
both the temporal and spatial temperature variations, there eist  exploiting both the temporal and spatial temperature tiaria
considerable potential to reduce the thermal emergencies and to in CMP, the scheduling algorithm may smartly assigning hot

improve the performance of jobs by designing smart thermal . b | t d the th | . Th
scheduling algorithm. However, scheduling jobs on multiple cores Jobs on cool cores to reduce the thermal emergencies. e

in CMP introduces the side-effect of thermal cycling, which temporal variation is due to the fluctuating power of jobs in
harms the chip lifetime. In this paper we propose an aggressive different execution phases, providing temperature sldoks

job scheduling algorithm, ThresHot, to reduce the thermal emer- holding hot jobs in next scheduling cycle. And the spatial
gencies, to improve the throughput and reliability by reducing —rjation crossing multiple cores provides another diri@ms

the thermal cycling effect. For the SPEC2K benchmarks, the . . ) .
ThresHot saves 13% execution time in penalized period compared ©f Potential to schedule the jobs: the hot jobs could be

to the Baseline and 6% to the Balancing algorithm. Also, @llocated on the current cool cores.
tk;e t_r:ﬁrmal cycling effect is minimal in all existing schedule  However, job scheduling algorithms introduce significant
algoritnms. : : : .
Index Terms—Task Scheduling, Thermal Design, CMP. thermal cycll-ng eﬁegt, which stres§es the Chlp.ma.te”als t
rupture and is a major factor harming the chip lifetime. The
unnecessary context switches in job scheduling cause the

temperature fluctuates significantly over time, accelegathe

With the semiconductor technology advancing t0 th@ermal cycling effect. Thus, blindly scheduling the hobso
nanometer regime, the immense transistor density leads 10 b, the cool cores overlooks the chip reliability factorsdan
creasing intractable power density. With cooling budgetti  smarter algorithms should minimize the thermal cyclingeff
the increasing power injection will overheat the chip payka Several task scheduling algorithms have been proposed

and degrade ‘h?‘ chip reliability. Moreover, running mdﬁip's ch as the Random, Round-Robin, and the Power-Balancing.
heterogeneous jobs/threads on the CMP generate mumRY?hough Round-Robin and Power-Balancing effectively-bal

hotspots, introducing more complexities for the chip thaalrmance the power or temperature and reduce the peak temper
design. Unless proper power and thermal managements are : . )
'9 broper: pow g a{ure, they fail to take the performance of the jobs and the

provujed, the .Ch'p will S.Uﬁ?.r frof“ boostln.g power der]SItyfeIiability of the chips together as the primary objective.
resulting deteriorated reliability, higher cooling coahd poor
performance. In this paper, we propose ThresHot, a task scheduling algo-

To alleviate the chip from overheating working conditiongithm on CMP, to minimize the performance degradation from
DTM (Dynamic Thermal Management) is used to throttle thé¢ DTM thermal emergencies (the peak temperature of the
power injection and to control the peak temperature of tH®re overshoots the threshold) and to improve the religbili
chip. Although quite effective in reducing the thermal emepith trivial overhead introduced. Both the temporal andtipa
gencies and peak temperatures, the DTM actions introduR@ential for scheduling on CMP are leveraged. By collegtin
the performance degradation, including: overhead of &iggy  the current temperature and aggressively predicting therdu
DTMs and DTM frequency scaling. The situation is wors@OWer and temperature, the scheduling decisions are made to
if DTM is applied at the chip level. In [1], applying DTM achieve best possible performance and to improve religbili
independently at core level yield less performance degiaala Moreover, temperature behavior is studied in the grantylafi
However, more complex hardware is required to support cofnction units, and multiple function units those may geter
level DTM. peak temperature are handled properly in ThresHot.

Within power budget limit, the OS assisted thermal-aware The rest the paper is organized as follows: section 2 briefly
job scheduling approach is effective and flexible to mitgateview the related work of task scheduling in thermal man-
the thermal burden of the chip, especially in CMP. On agement; section 3 discuss the motivation and implementati
periodical basis, scheduling a hot job on an available com# ¢ of ThresHot; section 4 explains how to set up the simulation
substantially reduce the peak temperature than assigned cenvironment and validate our algorithm; section 5 analyee t
hot core. The scheduling problem is to determine how to assigesult; section 6 serves as the conclusion.

I. INTRODUCTION



Il. RELATED WORK those objectives but not all. We also compared with other var
ious possible schedulers and show that our proposed scheme

There have been a number of proposals on OS-assis performs them in all those aspects.

thermal management for single core chips. The HybDTM [2]
technique controls temperature by limiting the executidn o !ll. TASK SCHEDULING IN THERMAL MANAGEMENT
a hot job once it enters an alarm zone. This is achieved py Scheduling problem formulation

lowering the priority of the hot job so that the OS allocates tarmal-aware job schedule algorithms reduce thermal

feyver time-slices to it apd give; cooljobs relatively mared- emergencies and improve job throughput by exploiting the
slices to execute. An ideal simulation study was performggd, e ature slacks on cool cores to handle the hot jobs. In
in [3] to show the benefits of interleaving hot and cool jols\p poth temporal and spatial temperature slacks can be
executions. Our work, on the contrary, targets at CMPS. g, 115itaq comparing to the only temporal temperaturelslac

In the multicore domain, Choi et al. [4] discussed threg, monolithic processors. Theemperature slacks the gap
different task schedulers, heat-balancing, deferred i@t f the current core temperature to the preset threshold. The
and threading with cool-loops, to leverage temporal andi@pa |arger the slack is, the more possibilities that the hot jols
heat slacks among application threads. Performance isdragye gssigned on the cool cores to reduce thermal emergencies
for better thermal behavior. Donald and Martonosi [1] lodkeang improve job throughput. The temporal temperature slack
at thread migration policy for chip multiprocessor designgariations are caused by the fluctuating power of the jobs on
Their migration policy is a simple balancing scheme which,onojithic processors or CMP cores. The spatial tempezatur
we will show could increase the temperature variation on thg; -k variations are caused by the imbalance of tempesagiire
die. Chong et al. [5] proposed a 3D MPSoC thermal optimizg:mp cores running different jobs/threads. Hence, the therm
tion algorithm that conducts task assignment, scheduéind, aware job schedule algorithm on CMP should exploit both the
voltage scaling for a set of real-time workloads. spatial and temporal temperature slack potential.

As an consequence of the scheduling, thermal cycling mayBesides performance improvement, the thermal-aware job
hurt the reliability. Rosing and etc al. [6] considered #reschedule algorithms also need to mitigate the thermal cy-
failure mechanisms most commonly used in industry to ptedigiing effect. The thermal cycling effect is determined b th
MTTF (Mean time to failure): EM (electromigration, TDDB gccurrences of largeAT (temperature swing). Scheduling
(time-dependent dielectric breakdown), and TC (thermal Clobs on CMP cores produces extral” due to switching
cling). They built their system-level reliability model &d on  the hot and cool jobs on cores. Consider an extreme case,
the three mechanisms. Furthermore, they developed a poygguently swapping the hottest and coolest jobs on thescore
management policy which meets system reliability constsai causes fast and significat7’, resulting accelerated thermal
Similarly in this paper, we take these reliability concermns  cycling effect. Observations from several existing sctiedu

To achieve multiple optimal objectives, A. Coskun et al. [74igorithms such as Round-Robin and Balancing show that not
utilized the ILP (integer linear programming) method to findll job switches are necessary: even without some schedule
the optimal task scheduling both in minimizing the thermaictions, there are no DTM actions to penalize the performanc
hotspots and large temperature gradients, achieved bytingunThus, the smart scheduling algorithm should distinguish th
both objectives in the ILP objective. However, the ILP methoynnecessary schedule actions to mitigate the thermalngycli
is limited by two factors: first, the information such as theffect.
dependence and execution time of the scheduled tasks grap@ionsidering both the performance and reliability, the €hal
should be availablea priori; second, the constraints of thelenges to design the thermal-aware job schedule algorithms
scheduling is just to meet the deadline and dependencea@é: 1) the inaccurate schedule decisions may harm therperfo
the graph. With large computation overhead, the ILP-bas@thnce and/or reliability (inaccuracies comes from estingat
scheduling is static, different from our on-line approach tthe future power and temperature); 2) trade-off of the twalgo
schedule general applications. of improving performance and reliability, since perfornsan

In [8], J. Yang et al. discussed the similar schedulingnprovement is maximized by scheduling jobs whenever there
approach to leverage the natural discrepancies in the #ierns benefit; 3) the computation overhead of the schedule algo-
behavior among different workloads. However, this work tarithm should be minimized since it adds to the performance
gets the single core architecture and only one function umiVerhead. Another challenge of CMP schedule algorithms is
temperature is observed. However, on multi-core CMP chip®e uncertainty of hottest function units of CMP cores. In
due to the complex inter- and intra-core interaction, even CMP, more than one function units may generate the peak
a single core multiple function units may be the possiblemperature of the core over different execution phaseswBh
hotspots. In this paper, we observe and handle multiple-furin Fig 1 of CMP floorplan based on the Pentium 4 Northwood
tion units in making scheduling decision. processor, Integer Register File, Memory Controller, DTLB

This paper proposes the ThresHot scheduling algorithm th@tata Translation Lookaside Buffer), etc. are candidates o
reduces thermal emergencies, temperature variationsssacrhe hottest function units. Although there are multiplerthal
the die, and improves the reliability, while keeping the-pesensors on chip, most traditional schedule algorithms only
formance high. Existing approaches can only achieve part mbnitor the only possible hottest function unit and trea th



instrbecoder | L2 BPU the optimal subset, there are no DTM actions and hence
H-BPY L cache| mos | rmie Busctl performance degradation for all the jobs in the subset durin
i the current scheduling cycle. However, the optimal subsst m
Trcache_bot |oie| Cache @3 | not exist if several hot jobs are so hot that they could not
P be assigned to any core without triggering DTM. We define

- FPEXe 1 11 cache_bot shared these hot jobs to be hot-hazard jobs, indicating that they
FPReg Cache are too hot and will definitely cause a thermal emergency.
Intexe  [¢g"|  L2-Cache Then we classify the jobs into two groups: hot-hazard jobs

1] Retire nthe | and mild jobs. The hot-hazard jobs should be handled with
e — higher priority in scheduling, since they introduce thefrma

InstrQ1 - Sched o, emergencies and performance degradation. Although devera

mild jobs may trigger DTMs , the optimal decisions subset
Fig. 1. Floor-plan of the Quad-Core: Multiple Function Unés Hotspots exists for the mild jobs.
To reduce the performance degradation caused by the hot-
) ) hazard jobs in the current scheduling cycle, we assign the
core as a single node. Hence, the schedule algorithm for CBi-hazard jobs on coolest available cores. Although the ho
should monitc_;r_ multiple thermal sensors to generate corrg¢;zard jobs triggers the DTM action, the performance degrad
schedule decisions. _ _ tion is minimized. To show this effect, we split the schedgli
Thus, the thermal-aware job schedule problem in CMRcle into two phases: 1) the transient phase from the start
is formalized as: making consecutive decisions of ass@nigf the scheduling cycle to the point when the first DTM is
N heterogeneous jobs/threads dh homogeneous cores atriggered; 2) the penalizing phase in which DTM action is

scheduling points to achieve the three-fold objective: applied and the core runs in lower frequency. By assignieg th
« Minimize DTM actions triggered by thermal emergenhot-hazard jobs on coolest available cores, the temperatur
cies; the cores with the hot-hazard jobs experience a longerigans
« Minimize the performance degradation of jobs; phase and result a shorter DTM penalizing phase in current
o Minimize the thermal cycling effect. scheduling cycle. Hence, the hot-hazard job performance in

- . . current scheduling cycle is improved.
B. Existing Scheduling Algorithms Then, after scheduling the hot-hazard jobs, ThresHot gen-
Scheduling heterogeneous jobs on CMP has been a hot togligtes the optimal subset for the remaining mild jobs. In the
for years, and the proposed schedule algorithms include: cyrrent scheduling cycle, the performance of the mild jabs i
« Random: the schedule decisions are randomly assignimgt penalized since there is no DTM action. Then, we only
the jobs to the cores at each scheduling point. need to make schedule decisions to improve the performance
« Round-Robin: the schedule decisions are generated saéhhe job in next scheduling cycle and to reduce the thermal
that all jobs are periodically and sequentially assigned tycling effect.
all the cores. We found that the two above goals can be achieved together
» Balancing: scheduling the jobs with ascending powdyy creating as large spatial temperature slacks as posaible
density to the cores with descending temperature. Heng@ end of current scheduling cycle for the mild jobs. To
the cooler jobs are always running on the hotter coreslarge the spatial temperature slack, we assign remalmihg
and vice versa. jobs in the optimal decisions subset on hot cores to boost

The Baseline scenario of the scheduling problem is thte temperature of the hot core as much as possible and still
no schedule is applied to the CMP cores: all the jobs rumder the threshold temperature. Consequently, the casl jo
concurrently and independently on fixed cores. In this pap@re left to be assigned to the cool cores. In this way, running

the Baseline scenario serves as the reference for comparisgpol jobs on cool cores yield coolest possible core at the end
of the current scheduling cycle. Then, the hot-hazard jobs i

C. ThresHot Scheduling Algorithm next scheduling cycle will benefit from the reserved cooler
1) Motivation: Although all the above algorithms exploitcores, which improves the performance in next scheduling
certain potential to reduce DTM actions or thermal cyclingiycle. For the thermal cycling, creating large temperasilmek
they fail to take both the performance and reliability as th@herently maintains the mapping of the jobs on the coresesin
primary objectives and thus can not achieve the three-fadt jobs have already warm up the cores to be hot. Thus, the
objective. Moreover, the thermal information of the tempeunnecessary switches are decreased to minimize the thermal
ature and power of the function units of the cores is natcling effect.
utilized to generate smart schedule decisions. Therefeee, In estimating the peak temperature of the core at next
propose the new scheduling algorithm, ThresHot, to improweheduling point, we need to handle multiple hotspot fumcti
the performance of the jobs and reliability of the cores. units. From our observation there are at most 4 functionsunit
First, at each scheduling point, we try to verify the existen to be the candidates of the hotspots with peak temperature in
of the optimal decisions subset. For all the decisions &xecution. For each core, we pick first 4 hottest functiorisuni



. . . Workload Workload
at current scheduling point, and then estimate the temyerat 12 3 a4 1

of them at the next scheduling point. Then we pick the

N

R . . g] 0.415 [8.973 [-7.617 |12.322 g1 0.415 | 8.973 12.322
maximum of the peak temperature of the 4 function units to  © ©
be the core peak temperature. In simulation, we verified that 2 |0773 |9285 |-7.259 [12635 2 0773 | 9285 12635
considering the first 4 hottest function units is accuratd an —>
sufficient to get the peak core temperature at next scheglulin 8 | 0924 [10.158 | 7507 116503 8 |00z [10158 16509
pOint' 4 |0.857 [9.407 |-7.175 [12.957 4 (X 127

2) ThresHot Algorithm: The ThresHot algorithm uses an
aggressive approach to predict the power of current schedul
ing cycle, to schedule the jobs for current cycle such that
performance both in current and next scheduling cycles are &'
maximized, and to minimize the thermal cycling effect to
improve the reliability, which achieves the 3-fold objeeti

We design and build a special data structure, TSM (Tem- 3
perature Slack Matrix), to implement the ThresHot algarth
With TSM, it is simple and efficient to detect and schedule
the hot-hazard jobs, and to schedule the jobs in the optimal
subset to enlarge the spatial temperature slack. An exaofiple
TSM is shown in the Fig 2-(a).

To solve the problem of how to assig¥ jobs to N cores _ )
at scheduling point, we build aN x N TSM. At scheduling schedulmg cyclex—1 (current) and temper_ature qt scheduling
point 1, the elementS(i, j) in TSM is the temperature slackPoint n (futur_e temperature) of a}ll function units of_ CMP.
of corei at scheduling point + 1 with assigning the jolj on cores. A dgpl(;ts Fhe thermal resistance and capacitance in
corei in the scheduling cycle from to n + 1. Then then2  the heat dissipationAT(n — 1) illustrates how the future
elements in the table stand for the temperature slack casedeMperature is determined by the natural heat dissipatised
N2 possible decisions that the scheduler can make. Instea®Bfthe current temperature. Anfl depicts how the injected
searching the temperature of all the function units to get tROWer £(n — 1) boost the te2mperature at the scheduling
peak core temperature§(i, j) is obtained by searching thePoINt 7 UP bY ,BP(” — 1). N elements in TSM can be
minimum slack value from the picked 4 candidate functiofd/culated efficiently by running TILTS once. We compute

units. If S(z,7) < 0, the decision that assigning jgbon core BP(n —1) of each job and combsi?r\lf; them withT'(r __.1)
i causes the coré to overshoot the threshold and to triggef® 9enerate the temperature slacks\of dependent decisions.

DTM action at least once in the current scheduling cycle. [fiS Simplification is achieved by leveraging two propestef
S(i,§) > 0, the decision will not trigger the DTM action on B matrix, which reflggts the temperature change determined
core i. With smaller positiveS(i, j) value, the decision will PY the schedule decisions:
generate higher temperature (tighter slack) and the teayer = Bi; ~ 0,for all i # j: the job that is running on corée
is under the threshold. has little influence on the temperature of cgre

We use the TILTS [9] thermal model once per scheduling * Bi.i = Bj;,for all i # j: for the same job, the boosted
cycle to efficiently calculate the temperature of all thedtion temperature of each function unit caused by injected
units on the next scheduling point. Built on the HotSpot Power is same for all cores, although th€l'(n — 1)
4.0 [9] thermal model, the TILTS thermal model uses matrix IS dependent on the current temperature of the cores.
multiplication to accelerate the temperature calculatifith With the generated TSM, an example of making schedule
the temperature at the current scheduling point and powdgcisions based on the TSM is illustrated in Fig 2. And the
of the current scheduling cycle, the temperature at the nggeudo code is in Alg 1.
scheduling point are calculated as the output of a thermala All the decisions are valid.
linear system. The power used for the current schedulinecyc b For hot-hazardJob3, assign.Job3 on current coolest
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Fig. 2. ThresHot Scheduling Based on TSM

is predicted as that of the last scheduling cycle. This smpl
power estimation method is verified to be within tolerance.
Based on the TILTS thermal model, the temperature of all
function units are calculated by combining two independent
components in (1): future temperature determined by ctirren ¢
temperature AT (n—1)) and determined by the injected power

in the current scheduling cycldBP(n — 1)):

T(n)=AT(n—1)+ BP(n—1) 1)

The vectorT'(n — 1), P(n — 1) andT'(n) are the temperature
at scheduling point» — 1 (current temperature), power in

Cored4, and invalid all the decisions associated witth3
andCore4 (with cross). Then, all the remaining decisions
does not trigger DTM, which comprises the optimal
subset.

Find the remaining decision with minimal positive
S(1,1) = 0.415, assignJobl on Corel, and invalid all
the decisions associated witfvb1 and Corel.

Find the remaining decision with minimal positive
S(2,2) = 9.285, assign.Job2 on Core2, and invalid
all the decisions associated witfvb2 and Core2. The
remainingJob4 is assigned to remainingore3.



Algorithm 1 ThresHot Scheduling Algorithm overhead and the thermal cycling for balancing may be huge,
Require: Access the power and temperature from hardwatiepending on the variation of the temperature.
(Performance Counter and Temperature Sensor) at scheduloverall, all the above existing algorithms except ThresHot
ing pointn. just blindly schedule or intuitively evenly distribute tpbewer
Predict the power in the current scheduling cycle. of jobs to the cores for the current scheduling cycle, the
Assume no DTM for all cores at current scheduling pointperformance and the thermal cycling effect are not handled.
In TILTS, calculate the temperature of scheduling peirt  Moreover, the information of the power and temperature of

1. the last scheduling cycle is scarcely utilized. Thus, they
Generate theV x N matrix TSM. could not fully exploit the temporal and spatial temperatur
Calculate the sum of the temperature slack of each job elacks in current and future scheduling cycles to improve
each core. performance and reliability. Although ThresHot algorithia
Sort the sum of temperature slack with ascending order. a bit more complex to implement, it yields best performance
Set all the cores and jobs unoccupied. with minimal thermal cycling.
for The jobj with least temperature slack (hottest job) to
the job with the largest temperature slack (coolest jdd) IV. EXPERIMENT METHODOLOGY

if The S(4,j) <0,for alli then A. Experiment Setup

Assign jobj to the current coolest core.

Mark the job; and corei occupied. We use the HotSpot 4.0 [9] thermal model with the quad-

core floorplan, and use TILTS to speedup the thermal simu-

end if lation and to calculate the schedule decisions. All the simu
end for lations start with the steady state temperature after mi
Sort the S(z, 5), for all i, j that is unoccupied with ascendup y P e
order .

To construct the quad-core floor-plan, we duplicate 4 Pen-
tium 4 Northwood processors, and scale them to quarter area,
as in Fig 1. The shared L2 cache locates at the center of
the chip. Also, the power traces are scaled%towhich are
originally collected from running benchmark on real North-
wood processor with 8ms intervals. The power traces for each
D. Comparison function unit are then calibrated. The power is perceivetldo

In thi bsection. 5 algorithms: Baseline. Rand R nﬁnstant in the 8ms interval. In the quad-core thermal model
n this subsection, 5 aigorithms: Baseline, Random, ROUNgYe o 5r6 93 function units for guad-core, with the L2 cache
Robin, Balancing and ThresHot are compared in the measy

f DTM acti ducti o q dati ared for 4 cores.
0 actions reduction, performance degradation, an Then, we pack four benchmarks from the pool of 19
thermal cycling effect. S

In Baseli . th . iob scheduli i |3EC 2K benchmarks as one test suit. The benchmarks are
f1 Baseling, since there 1S no Job scheduling, o 1empolgh qqige by the type (Integer and Float Point), hottesttion
and spatial temperature slack is exploited. Hence, theoperf

) ) ~unit, peak temperature and peak temperature variations,Thu
mance of the hot jobs are penalized most. However, there is ) classify the test cases into several sub-cases: HHCC(2)
context switch overhead for Baseline configuration, résgilt HHMC(2), HMMC(2), HMCC(2), IllI(1), FFFF(1) ’

an optimal thermal cycling effect. . In our scheme, the DTM is configured to be triggered on at
In Random, both the hot and cool jobs are treated evenly. threshold temperature 86.5°C and off at85.5°C. The
and arbitrarily. However, it is not smart enough to avoid th equency scaling coefficient is 0.7. and the v.oltag.e sgalin

scenarios 1n which the hot jobs are assigned tp hot CO%Befficient is 0.92, resulting the power scaling coefficiamt
resulting more performance_ degradation than z_iss!gneddb “Be 0.6286. The stall incurred by entering and exiting the DTM
cores. Also,.the contgxt switch overhead and its influence .PSrLB)O[LS. The DTM scheme follows the independent distributed
thermal cycling effect is random, dependent on the scheduli

decisions. policy for each core. Although the scheduling cycle is 8ms,

In Round-Robin, intuitively, the power of each job iSthe time step for detecting and applying the DTM actions is

temporally evenly distributed on th& cores, resulting even set to besops, providing more accuracy.

spatial temperature. However, the temporal variation & ttB. Evaluation Metric

power of jobs cause that Round-Robin fails to achieve even . . ) . . .
power distribution at every scheduling point. Although DTNE 1) ETPP: Execution Time in Penalized Periodrhe

for all S(i,j)unusea from small to largedo
For currentS(i, j), assign jobj to corei
Mark the jobj and corei used

end for

actions and performance degradation are reduced, thexton M actions penalize the performance from DTM overhead

switch overhead and the effect of thermal cycling for th figgering-on/off and fr'equency scaling) and cqntexttshn
overhead. In our experiment, four benchmarks in a test pack

Round-Robl_n is huge. T . contains 2000 scheduling points with 8ms interval. With the
In Balancing, the decision is to balance the dynamic power

on the cores, based on the collected thermal information ofiy. 1t workioad, M: Mild workioad, C: Cool workioad, I Integ
core temperature and the power of the jobs. The context lswitBenchmark, F: Floating Point Benchmark



penalty from the DTM actions, four benchmarks end ind Performance Comparision
vidual execution at(T,ig1, Taig2; Taigs, Taiga) (for Baseline, ‘

HElDVFS |

i
Thasei), and the TPP (Time in Penalized Period) of thig is Ave —— ! _Jswich
normalized to that of Baseline by: 10 ’
N —
ETPPalg = Z]ile Talgz 2000V ,N =4 (2) ° __- Threshot
i=1 Thasei — 2000N g ——— s
The performance overhead incurred by the thermal-awe § — Baincing
job schedule algorithms include: g — j<—Baseline
« DTM Triggering Overhead (1@ to 3Qus). g ° ———=2 |
« DTM Frequency Scaling Overhead. R ————— |
« Task Migration Overhead. ® i :
« Task Scheduling Computation Overhead. N —=—— 1
2) Reliability Improvement:The reliability of the chip is 3 — | ]
measured in MTTF (mean time to failure), which is affected b — i
thermal cycling. The power management and the task schec 2 |
ing will introduce frequent and significant thermal cycling 1 — : 8
The number of thermal cycling to failure is determined by th 05 06 07 08 09 1 11 12
occurrences and\T" (the amplitude of the temperature swing’ Normalized Execution Time in Penalized Period
in the thermal cycling. Significant variations of temperatu
over time degrade the reliability a lot. Hence, we collected Fig. 3. Performance Comparison of Different Algorithms

the occurrences ratio oA7T" over the execution for each job

schedule algorithm. _ _— o
g improves reliability. In Table 1, the distribution ai’T" occur-

V. RESULTS rences is shown. ThresHot is least likely to generate siganifi
A. Results for Performance and Reliability AT among all the scheduling algorithms. Without frequently

As in Fig 3, the ETPP of 5 task scheduling algo- swapping jobs on cores, the temporal variation of the cores

rithms: Balancing, Random, RoundRobinl, RoundRobinZdue to the task scheduling is reduced.
and ThresHot are shown. On average, the ThresHot sawsThermal Behavior Analysis

13% execution time in penalized period, while the Balancing 1o excerpt of the thermal behavior of the 6 scheduling

saves around 8% and RoundRobin saves around 3%. ThaR i ms: Base, Random, RoundRobin1, RoundRobin2, Bal-
the ETPP is further split into two stacks, the DTM action,qing and ThresHot on the temperature behavior are shown in
overhead and switching overhead. The ThresHot algonthme Fig 4. In each sub-figure, 6 consecutive scheduling sycle

effectively reduce the DTM actions and frequency scalingmg each) are shown. For clarity, there are 100 finer interva
overhead, especially in the benchmarks with significantiapa in each 8ms (the granularity of the DTM detecting intervals)
temperature variation, since ThresHot fully exploits thatl scheduling cycle.

temperature slacks. In some benchmarks the DTM action|, riq 4 gl the temperature traces are classified into two

overhead th ThresHot is larger thand-ot.her algéjrithms. Thfistinct phases: transient phase without DTM actions frben t
reason s the IMprecise  power pre iction an i Co,nse_qu%%eduling point, and the oscillating phase from first DTM
wrong schedule desitions. For the benchmarks with sigmifica, i, ' |n"the former phase, the temperature rises from the
temporal power variations, more errors are introduced & theherature at the scheduling point and approaches to the
calculating the TSM. Overall, even with the imperfectiotieg steady temperature determined by the power in the current

average DTM overhead of the ThresHot is the smallest amogéheduling cycle. If the steady temperature of the job ibidiig

all the algorithms._ ) than the threshold, the oscillating phase is entered at some
Also, the switching overhead of ThresHot is also the small-

est of all the algorithms. Balancing and two Round-Robin
algorithms always try to frequently and blindly migrate the
jobs on the cores. On the other hand, ThresHot tries to emlarg

TABLE |
DISTRIBUTION(IN PERCENTAGE OF TEMPORAL VARIATIONS

the spatial temperature gap as long as the performance is MOt Algorithm <10°C | [10°C, 15°C] | [15°C, 20°C] | >20°C
hurt, and the cool job could remain on the cool core as loNT gasaiine 99.91 0.07 0.02 0.01
as the hot job does not trigger DTM, resulting reduced cdnteX  Rzndom 97.45 155 0.68 0.32
switches effectively. o " Balancing | 9550 2.67 123 0.60

Besides reducing the context switching overhead, the MmNy, nd-Robinll 95.83 560 1.05 052
imal context switching also reduces the thermal cycling andy, nd-robin2| 96.91 193 0.78 0.38

2RoundRobinl and RoundRobin2 is different from the task queu ThresHot 98.22 121 043 014
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Fig. 4. Thermal behavior of 6 scheduling algorithms

point in the current scheduling cycle. In the latter phabke, tthe power of current cycle. Then, we will discuss how the
temperature experiences high-frequency fluctuation betwescheduling algorithms impact the temperature of the CMP and
the turning-off and turning-on threshold temperature. thié the context switch.
temperatures are referred by each job, and the core on whictAs shown in Fig 4(a), there is no job switching in the
the job is running is marked bgx. Baseline design. Thus, the temperature of each job reflects i
We collect the power from real processors with 8ms iriatrinsic properties determined by the power, such as tfudS |
tervals. In the simulation, the DTM actions slow down théHot.Jobl, CoolJobl1&2) without oscillating phase. However,
execution progress of the job, resulting the delay of certathe HotJob2 can not utilize the possible temperature slacks
portion of the power in the current scheduling cycle to thef other cool cores. Thus, the hot jobs under the oscillating
next scheduling cycle. We model this effect in our simulatiophase suffer performance degradation in all executiorogeri
by linearly combining the remaining power of last cycle an@here is no context switch overhead, and the thermal cycling



effect is minimal. C. Computation Overhead of ThresHot algorithm

In Fig 4(b), the Random algorithm randomly assigns the The computation overhead of ThresHot is optimized by
jobs to the cores on every scheduling point. The Random takesning TILTS once, and combining th8@P(n — 1) portions
advantage when the hot jobs are occasionally assigned to aoiodifferent jobs onAt(n — 1) to generate the TSM. The
cores, such as the casehitil point. Although the randomnessmain computation overhead is the matrix multiplicationdan
can remove some DTM actions when the hot jobs are scattethd computation in the decision phase is trivial. Assuming
across the cores, but it could not handle all similar caséisen the current temperature can be obtained from the hardware
consistent manner. Even worse, it may randomly continyousiensor, and only the temperature of up to 4 function units
assign the hot jobs on the hot cores, resulting similar casesfor each core is required for the decision making phase,
in Baseline. Also, the context switch overhead is random. we measured the computation time to se25.15us. This

In Fig 4(c) and 4(d), two Round-Robin algorithms assign tHeverhead includes both the matrix computation and decision
jobs on the cores in the Round-Robin way. The difference Bfi@se. This computation overhead is not included in the late
the two algorithms is the job queue: the hot jobs are aggeeigaPerformance results, since we believe this computationbean
in the 4(c), and the hot jobs and cool jobs are interleavé§rformed efficiently on a dedicated assisting hardwarekblo
in 4(d). In bqth cases, t_he cores_will iterate the tempe@tur VI. CONCLUSION
caused by 4 jobs periodically. As in 4(c), there are 2 hot:;jobs

HotJobl andHot.Job2. The HotJob2 is assigned on the core We propose an aggressive thermal scheduling algorithm,
on which Hot.Job2 was running on, thus th&fot.Jobl could with the object to reduce the thermal emergencies, to boost

not utilize the temperature slack of the cool cores. Howevépe performance and to increase the chip reliability. Byyful

the HotJobl can fully utilize temperature slack of the coreeprOiting the spatial and temporal temperature slacks and

on which the cool job just ran. Thus, performance degradati tilizing the thermal |nformat|on' of temperature and power
of the two hot jobs are maximized. On the other hand, as resHot responds well to varying temporal power and spa-

4(d), both theH ot Jobl and HotJob2 can be assigned to cooIFIal tempke)zrart]urre], and genergtes the Ecze?ullng c:emélmnsht
cores, resulting a minimized difference of the performand prove both the current and next sche uling cycle. or the
degradation. However, in both cases, the hot job can not EECZ.K bgnchmarks, the Threqut algorithm reduces 13%
always put on the cooler cores. As for the context switcgreeeution time in the penalized period, compared to 8% for

0, i i -
overhead, the RoundRobin suffers most since all the jobs &i@'anced and 3% fortRotlJndFiortl)ln altgkglorlmm. Allso, bIY remfcf)v
rescheduled on each scheduling point. Ing unnecessary context switches, the thermal cyclingceffe

) ] ] ) are minimal among all the existing scheduling algorithms,
In Fig 4(e), the Balancw_]g algorithm tnes_ tq balance thgni-h improves the chip reliability.
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